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Abstract 

Much of the literature on artificial intelligence (AI) in education imagines AI as a tool in the 

service of teaching and learning. Is such a one-way relationship all that exists between AI and 

learners? In this paper we report on a thematic analysis of 92 participant responses to a story 

completion exercise which asked them to describe a classroom agreement between an AI 

instructor and a learner twenty years into the future. Using a relational theoretical framework, we 

find that the classroom agreements between AI and learners that participants produced 

encompassed elements of education, boundaries, affordances, and social conventions. These 

findings suggest that the ways learners relate to AI vary. Some learners relate to AI as an object, 

others relate to AI as a subject, and some relate to AI both as an object and a subject. These 

results invite a deeper engagement with the ways in which learners might relate to AI and the 

kinds of ethics and social protocols that such relations suggest. 
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Is Artificial Intelligence in Education an Object or a Subject? Evidence from a Story Completion 

Exercise on Learner‑AI Interactions 

With the release of ChatGPT-3 in November 2022, Artificial Intelligence (AI) has rapidly 

become a central point of discussion in Higher Education. While the literature on AI in education 

(AIEd) spans decades, the urgency with which conversations around generative AI are 

proliferating suggests we may be at an inflection point with respect to AIEd, one which carries 

with it pressing questions about how education may change now and into the future. There is a 

sense today that with the advancement of such technologies, education systems are on the verge 

of something transformative, although it remains to be seen whether this transformation is 

positive, negative, or some combination of both (Bearman et al., 2022).  

In this study, we used a speculative methodology to examine some of the imagined 

possibilities of AIEd in higher education. Speculative methods are methods which aim to engage 

“what’s next,” i.e., they work to think about possible futures for the subject under study rather 

than simply the “what is” of the subject (Ross, 2022). In other words, they are grounded in 

imagination. A significant stream of such methods originates in speculative design and seeks to 

critically engage the future and ideas of the future to guide action (and design) in the present 

(Dunne & Raby, 2017). In recent years, design fiction and its variants have emerged as popular 

speculative methods in education research, offering a creative way for scholars to study futures 

(Houlden & Veletsianos, 2023). Often this work involves developing short fictions or scenarios 

about different possible futures of education to be examined from a variety of angles, including 

in terms of what is preferable, desirable, and undesirable (Hrastinski & Jandrić, 2023).  

In this paper, we are interested in the imagined dynamics between AI and learners, that is, 

how participants in our research imagine learners and AI could interact with each other in the 
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future. To date, much of the use of speculative methods, especially in education research, has 

relied on researchers themselves producing fictional versions of the future. This work serves to 

not only think about the future, but also to better understand the present (Houlden & Veletsianos, 

2023; Ross, 2017). Given the interest in AI futures more generally, it is perhaps unsurprising that 

speculating about the impact of AIEd has become increasingly common (e.g., Bozkurt et al., 

2023; Cox, 2021).  

In contrast to researcher-generated speculative fictions, in this paper we use a story 

completion method, which we describe in more detail below, to invite participants to describe 

how AI instructors and learners might interact with each other twenty years into the future. In 

particular, we are interested in the perspectives of youth, people ages 18-25, who more 

commonly orient to higher education as learners rather than researchers or educators, and whose 

perspectives are under-represented in the literature, even as young people are significant 

stakeholders in higher education today and into the future. The research question guiding this 

study asks: What can asking young people to imagine interactions with future AI tell us about 

how young people relate to AI today? In the next sections we provide a review of relevant 

literature, describe the theoretical framework for this research, and present the results and 

implications of our investigation.  

Relevant literature  

While research on AIEd has rapidly expanded in the last ten years, scholars have been 

interested in AI in education for some time, with varying areas of focus (Costello, 2023; Humble 

& Mozelius, 2022; Pinkwart, 2016). Bozkurt et al. (2023) gathered a collection of narratives in 

which researchers envisioned positive and negative futures that include ChatGPT in educational 

contexts, and these narratives are reflective of the advantages (e.g., personalization, efficiency, 
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and improving inclusivity) and disadvantages (e.g., amplifying biases, teacher replacement, 

ethical concerns) that researchers and practitioners imagine AI bringing to teaching and learning. 

Today and historically, the questions surrounding AI often remain consistent: “What are the real 

benefits AI might bring? How do we ensure that AI meets real needs, and is not just the latest 

EdTech fad? What should we allow AI to do?” (UNESCO, 2021, p. 13).  

Several recent systematic reviews of the literature explore these questions and capture the 

state of the field of AIEd research. Bewersdorff et al. (2023) for example, identified myths, 

misconceptions, and preconceptions of AI among learners. They identified and analyzed 25 

articles, exploring how learners understand AI and the limits of this understanding. Several key 

findings are worth highlighting: One, a common misconception about AI is reflected in a 

tendency to anthropomorphize AI, leading to confusion about AI capabilities and a host of 

complicated ethical questions. Two, participants in numerous studies understood that AI will be 

important in the future; however, they note, this sense can be accompanied by a “feeling of being 

unprepared for this new technology” (p. 8). Finally, of note is a lack of consensus about how 

inclusive, biased, and trustworthy AI is understood to be, with only one paper exploring this 

topic (Antonenko & Abramowitz, 2022). A second systematic review of the literature explored 

AIEd’s challenges, opportunities, and future recommendations in studies published between 

2012 and 2021 (Chiu et al., 2023). The authors analyzed 92 papers and found that this literature 

“has examined AI agents playing 13 roles across the four key educational domains of learning, 

teaching, assessment, and administration” (p. 12). They also highlighted ten major challenges for 

AIEd, which include things such as lack of teacher knowledge to effectively use AI and 

widening digital divides when AI is used. 
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Research into socioemotional aspects of learning and ethical issues seem to be lacking in 

AIEd (Chiu et al., 2023). Indeed, the focus on cognitive aspects of learning has been an ongoing 

concern in areas of study related to AIEd (Veletsianos & Russell, 2014), and while other fields 

such as engineering and social sciences, for example, have carefully attended to ethical issues, 

Chiu and colleagues note that such attention is absent in much of the AIEd research. To be sure 

though, the literature concerned with AIEd is rapidly changing (Crompton & Burke, 2023), and 

the exclusion of conceptual papers, commentaries, and editorials from Chui et al’s study likely 

eliminated scholarship concerned with ethical concerns around AI (e.g., Sacharidis et al., 2020; 

Selwyn, 2022; UNESCO, 2019). Nevertheless, even as ethical issues become increasingly 

visible, ethical questions continue to be under-studied (Bearman, Ryan, &Ajjawi, 2022).  

Bearman, Ryan, and Ajjawi (2022) reviewed the AIEd literature published in ten higher 

education journals published up to November 2020. Using critical discourse analysis, they 

examined 29 articles and found two main discourses that pervade the literature on AIEd in 

Higher Education. The first discourse sees grappling with AI as an imperative for Higher 

Education due to the socio-cultural transformation heralded by AI’s inevitable uptake. The 

second “focuses on how AI is altering the locus of authority and agency surrounding academic 

work” (p.6). This latter category, particularly when seen through a dystopian lens, points to the 

significant ethical questions that researchers are concerned with around issues such as privacy, 

surveillance, and data colonialism. 

Notably, the concern in most of these instances is almost always about the impact AI 

might have on humans, with “non-maleficence” of AI (i.e., AI being benign) being a key area of 

inquiry for AI ethicists (e.g., Dignum, 2022; Nguyen, Ngo, Hong, et al., 2023; Peters, Jackson, 

Papastephanou et al., 2023). In other words, this body of research isn’t typically about what 
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types of relations, ethical or otherwise, are co-created with AI. It is about if AI is to be used, how 

AI can be managed such that it serves human needs and objectives. Indeed, this anthropocentric 

perspective is famously highlighted in Asimov’s (1950) “Three Laws of Robotics,” which 

position the human and human needs as the centre of the ethics of AI machines. But is the 

emphasis on AI supporting humans a capacious enough approach to understanding the ways 

humans and AI might relate with each other? Is it an effective way to account for the diversity of 

interactions that humans share with AI? What if such perspectives fail to account for the 

complex relational interactions already in process between humans and AI? 

Theoretical Framework 

In this research, we draw on relational understandings of the world to guide our analysis 

and discussion. To the extent that we as non-Indigenous scholars living in and benefitting from 

Western cultural structures can, we adopt a non-Western, relational worldview to understand 

relationships between human learners and AI, one which emphasizes the need for centring 

complexity and avoiding simplicity in the context of teaching and learning. To answer the above 

questions in a more capacious way therefore, we turn towards a relational onto-epistemological 

theoretical framework (Topa (Four Arrows) & Narvaez, 2022). Reflected in the thinking of many 

Indigenous scholars and common in many Indigenous cultures around the globe, relational 

worldviews are premised on the importance of relationships and the relational nature of reality, 

which is to say the understanding that every aspect of the world, including humans, is connected. 

Relationality, as Lange (2023, p.7) explains, indicates “the mutual interrelatedness of all living 

beings and nonliving elements, impacting each other synergistically, within a dynamic network 

of nested living systems.” Humans are included here but they are not the centre of all things 

(Topa (Four Arrows) & Narvaez, 2022).  
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With this understanding comes a much less instrumental view of the world. Instead of 

objects (e.g., AI tools) to be used by subjects (e.g., people), relational worldviews suggest that 

humans and all else are beholden to relationships with life and everything that makes life 

possible as the very fabric of ourselves. Whyte (2013, p.58) explains that this means that we 

“have responsibilities toward the others in the relationship.” He adds, “[r]esponsibilities refer to 

the reciprocal (though not necessarily equal) attitudes and patterns of behavior that are expected 

by and of various parties by virtue of the different roles that each may be understood to play in a 

relationship.” From this perspective, fostering healthy relationships with others, human and 

otherwise, and fostering the capacity to develop and support those relationships, is an ethical 

imperative and responsibility. But this isn’t just about humans and their nonhuman kin; it 

includes, for example, the technologies humans create and use. That is, we are in relationship 

with technologies, and they with us as well, and this requires ethical responses even if those 

responses are not commensurate or the same as those we have with living others.  

There is precedent for this approach in the study of AI, if not AIEd (Heath et al., 2023). 

For example, Birhane (2021) employs relational epistemology to consider what “responsible AI” 

requires, and how a relational perspective would focus on preventing harms to diverse 

communities impacted by AI. Dignum (2022) has used the relational worldview of Ubuntu 

(Mugumbate & Nyanguru, 2013) to reorient the ways in which ethics and AI can be imagined as 

a function of how well the capacity for connection, interconnectedness, cooperation, and 

community flourishing is enabled. 

Another example which offers insight into how the kinship worldview can guide thinking 

about AI comes from the Indigenous Protocol and Artificial Intelligence Working Group 
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(IPAIWG) (2020). This group proposes creating relevant protocol to develop guidelines for both 

development of AI and interaction with AI. They state:  

Protocol can be understood in Indigenous contexts generally as guidelines for initiating, 

maintaining and evolving relationships. These can be relationships with other humans, 

and they can also be relationships with non-humans such as animals, rocks, and wind. 

At the core of this type of protocol is conduct, namely the “specific methods for properly 

conducting oneself in any activity” (p. 7). The conduct in question is connected to the 

responsibilities and reciprocities Whyte describes. The IPAIWG reminds readers that protocol 

isn’t unilateral: it is context- and community-dependent, shaped by the values of a collective as 

well as the place out of which the protocol emerges. In other words, it is highly complex, 

because context is complex. Indeed, as Yunkaporta (2020) observes about the world, relational 

worldviews acknowledge the complexity of the world itself, refusing what he calls “artificial 

simplicity” endemic to Western rationalist worldviews.  

Methods 

We use speculative methods to engage participants in imagining a future relationship 

between an AI instructor and a learner. As noted in the introduction, the use of such methods is 

meant to understand what people think about the future or possible futures, but also to in turn 

better understand what that means for the present, which is a key strength of speculative methods 

(Ross, 2017; 2022). To engender this type of engagement, we invited participants to complete a 

story prompt. This type of projective method aims to uncover hidden truths from participants 

(particularly around concerns connected to barriers to self-report), while also inviting participant 

control and creativity (Clarke, Hayfield, Moller, Tichner & the Story Completion Research 

Group, 2017; Kitzinger & Powell, 1995).  
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Essentially, participants take on the role of telling a story by answering ‘what happens 

next’ after being given the prompt, thereby providing data for analysis (Clarke et al., 2019). In 

the context of speculative research, story completion is uniquely suited as a qualitative approach 

as it literally invites speculation as part of its data generation process. What’s more, because as 

Clarke et al. (2019, p. 8) note, “story completion is particularly useful for exploring (dominant) 

assumptions about a topic,” assumptions about the future can be engaged through that work of 

speculation. However, because the future is always already about the present (Ross, 2017), the 

method can simultaneously invite understandings of the present moment, and in the case of this 

paper, how people understand AI today. 

The story completion method has been used most-commonly in psychology research, 

examining such topics as online infidelity, appearance and sexuality, and the gendering of 

motivations for weight loss (Hayfield & Wood, 2004; Whitty, 2005; Tischner, 2014). More 

recently, it has been used in feminist social constructionist research (Watson & Lupton, 2022), 

with much of this research undertaking thematic analyses to identify patterns related to 

discourses, practices, and feelings (Kitzinger & Wood, 2019; see Clarke et al., 2019, for a 

comprehensive overview of research using this method).   

Participants 

Participants were recruited using the services of Prolific, a research service connecting 

researchers and survey participants who are paid for their participation, and which has been 

widely used across various disciplines and research endeavors (Veletsianos et al., 2022; Palan & 

Schitter, 2018). Potential participants were individuals located in Canada and aged between 18 

and 25, and 92 individuals participated (Mean age: 22, S.D: 3.09). Our interest in this age group, 

as noted in the introduction, is due to the dearth of research using speculative methods, and 
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particularly those methods which rely on some form of storytelling or visioning of the future, 

from the perspective of this group (Veletsianos & Houlden, 2024). In other words, stories of the 

future of education are rarely told by youth, even as youth are key demographics for higher 

education. Of the participants, 58 self-identified as women, 27 as men, four as gender fluid 

individuals, and three as non-binary individuals. One participant did not identify their gender. 

Participants’ level of education varied. The largest group was those who had completed some 

college or university (48), followed by individuals with a bachelor’s degree (31), then those with 

a high school diploma (8). Three participants held a master’s degree, one held a professional 

degree, and one had less than a high school education. The participants were dispersed across 

Canada, although the territories, Nova Scotia, and Prince Edward Island were not represented. 

Ontario had the largest number of participants (43), followed by Alberta (16), British Columbia 

(11), Quebec (10), Saskatchewan (6), Manitoba (3), Newfoundland and Labrador (2), and New 

Brunswick (1).  

Data Collection 

Data was collected from February 28 to March 2, 2023, using a questionnaire distributed 

by Prolific to potential participants. The questionnaire was part of a broader study examining 

topics relating to the future of higher education, and was piloted and iterated before launching 

widely, as is recommended for story completion research (Clarke et al., 2019). On average it 

took participants ten minutes to complete the questionnaire. This study uses participant responses 

to an AI-specific story prompt, which was designed according to conventions for such design, 

especially length, point of view, detail, and authenticity (Braun & Clarke, 2013). The prompt 

read:   
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Imagine it is twenty years into the future. Olivia’s online class takes place in the 

evenings. This works for her because she has a job she goes to during the day. The 

class is led by an Artificial Intelligence named Kay. For the first class, Olivia and 

Kay create a “classroom agreement.” This is a document that describes how they 

will interact with each other during the course. What does this agreement say?  

 

Per convention, the prompt was kept short to limit how much information participants 

had to respond to, with specific instructions in terms of minimum length and giving details about 

the classroom agreement. By relying on a format that many people who have taken some form of 

institutional learning are likely to be familiar with (i.e., a classroom agreement), the idea was to 

offer a loose structure for participants to work with as a point of departure for their responses. 

This also intended to contribute to a feeling of authenticity that would interest participants. The 

strategy also aligns with our broader interest in learning environments, particularly future 

learning environments, which is why the details of the prompt focus on online learning.  

The prompt was set twenty years into the future to invite the possibility of significant 

change over time. In contrast, if the prompt was set only five years into the future, barring global 

cataclysm, such a time period might not seem long enough for substantial transformation or 

technological change (Velestianos, Johnson & Houlden, 2024). Twenty years into the future, on 

the other hand, left open more space for radical shifts in technology to occur, with the logic 

being that this might invite more imaginative possibilities and overcome what Markham (2021) 

calls “discursive enclosures,” which limit how people think about the future through ceding ideas 

about the future to what seems possible, likely, or even inevitable in the present. The decision to 

set the prompt two decades into the future also meant that the prompt required the use of third-
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person point of view so that participants were imagining a general possible future rather than one 

potentially specific to themselves, as a first-person point of view could unintentionally elicit.  

 Participants wrote 5,337 words in response to the prompt, which then comprised the 

dataset for this study. The average number of words in a response was approximately 58 (S.D = 

37.26). The shortest and longest responses were 14 and 196 words respectively. Most responses 

were between 20 and 80 words. 

Data Analysis  

We used an iterative approach to analyze the data. Initially, two researchers 

independently reviewed the data to gain a broad understanding and overview of their content. 

Subsequently, one researcher used a spreadsheet to code the data, identify preliminary codes, and 

highlight patterns. Next, two researchers discussed preliminary findings and themes evident in 

the data over three meetings. One researcher then consolidated codes where appropriate and 

entered the data into NVivo to enable systematic coding. This process adhered to the constant 

comparative approach (Glaser & Strauss, 1967) in the following manner: Each data fragment 

(e.g., a sentence) was assigned a code that represented its core meaning. Next, as subsequent data 

fragments (e.g., the next sentence) were reviewed, they were compared to the initially assigned 

code. If the code accurately captured the meaning of the data, it was applied to the fragment, and 

the researchers proceeded to the next piece of data. In cases where the code did not accurately 

represent the data, a new code was created to describe it. Through this process the list of codes 

was generated. Finally, the codes were categorized into four themes, and these are described 

below.  

To minimize the occurrence of biases in our analysis, we (a) conducted independent 

analyses of the data to prevent mutual influence on our interpretations, (b) discussed emerging 
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interpretations and areas of agreement or disagreement, posed clarifying questions, and assessed 

our understanding of the data overall, (c) continued discussing and developing the findings until 

we felt that we reached the point of inductive thematic saturation (Saunders et al., 2018), and (d) 

provide an extensive description of our methods and findings as recommended in the speculative 

methods literature (Selwyn et al., 2020). We recognize that the results of this kind of research are 

not replicable in the same ways that other kinds of research might be, and it is for this reason that 

we provide a clear description of our methods.  

Limitations 

There are several limitations to this research. First, our participant pool drew on the 

perspectives of a group of people aged 18-25. Most of the participants had at least some college 

or university education and results may not reflect the perspectives of those individuals who do 

not have this level of education. Further, not all provinces or territories in Canada were 

represented and because we did not collect data on participants’ earlier experiences with AI it is 

difficult to draw inferences on the degree to which earlier experiences influenced participant 

perceptions. Second, the use of a relational theoretical framework for analysis is not without 

challenges. Relational worldviews are neither monolithic nor universal in nature, which is to say 

that while we draw on general principles of connection and connectivity that premise the 

connection worldview as an orientation for this analysis, our own intellectual connection to non-

Western knowledge lineages is largely a product of scholarship, rather than lived experience with 

particular communities in particular places. With that in mind, we note that omissions, 

inconsistencies, and errors in understanding are our own, and invite further feedback and 

conversation around both this work as well as ways for non-Indigenous researchers to continue 

to engage with relational understandings of the world as shared by Indigenous and African 
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scholars, artists, and knowledge and wisdom keepers. While this is a significant limitation, it 

seems particularly important to highlight it given the predominance of Western perspectives on 

AI in education.  

Findings  

Four major themes emerged in the data: elements of education (130 coded text excerpts), 

AI affordances (43 coded text excerpts), boundaries (44 coded text excerpts), and social 

convention (82 coded text excerpts). The first two themes are mainstream topics of scholarship 

and are now commonly examined in the literature on AIEd (Chiu et al., 2023). The bulk of our 

analysis therefore focuses on the last two themes, which make the most significant and original 

contribution because they invite a deeper engagement with understanding not just the ways in 

which people might relate to/with AI, but with the kinds of ethics and consequent social 

protocols such relations suggest. We summarize the first two themes before exploring the third 

and fourth in more detail. In each theme we include a table that provides participant quotes under 

each quote, along with some summary statistics.  

The first and most populous theme, elements of education (Table 1), includes practices, 

procedures, and objects typical to classroom syllabuses and classroom organization, which as 

noted in the literature review, is one main avenue of how AIEd has been and continues to be 

studied. These are the basic building blocks of classroom organization, such as how and when 

communication may occur, what types of assignments are expected, and how assessments will be 

undertaken. The majority of text excerpts coded fell under this theme. The codes identified 

reflect an understanding of classroom agreements as being guiding documents for defining how 

and why a course will operate. Of these, the three most common codes were roles and 

responsibilities (n=32), communication terms (n=29) and course structure and timelines (n=20). 
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Roles and responsibilities refers to examples of what participants imagined Kay and Olivia 

would do and what their obligations to each other and the course were, such as, for example 

when one participant wrote that the agreement indicated “what is expected of the student and 

what the student can expect from the teacher.” Communication terms highlighted guidelines for 

how and when Olivia and Kay were to communicate with each other, for example, that the 

“[m]ajority of communication will take place in the evenings during class,” or “that Oliva can 

ask any question and Kay will have a response that is accurate and relevant.” Course structure 

and timeline outlined when events for the course would unfold and in what order, for example, 

the “agreement will outline course expectations, logistics, and course schedule.” Personalized 

learning (n=13) represented data indicating that the course would be tailored to Olivia’s needs 

and learning preferences. Other codes included typical content for a syllabus, including things 

such as academic integrity (e.g., rules around cheating or plagiarism) (n=13); time and 

environment (n=14), or where and when learning would take place; and modality and delivery 

(n=5), for example.   

Table 1. Elements of education.  

Code Participants  Example 

 n % of 
total 

 

Roles and 
responsibilities 

32 34.8 “The agreement will outline the expectations and 
responsibilities that Olivia and her fellow students are 
entrusted to meet.” 

Communication 
terms 

29 31.5 “The agreement will also include a method for Kay 
and Olivia to communicate outside of the classroom.” 

Course structure and 
timelines 

20 21.7 “We will meet three times a week for one hour for 
lessons.” 

Time and environment 14 15.2 “In terms of logistics, it will include the meeting 
times, platforms and tools used” 
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Academic integrity 13 14.1 “The student and the instructor will maintain an 
environment of integrity, which means there will be no 
cheating, lying, or plagiarism of a malicious or 
intentional nature on the part of either party.” 

Personalized learning 13 14.1 “The AI asks her questions at the start of the day to 
detect her energy levels and suggest a study plan for 
the duration of the online class to keep the session as 
productive as possible.” 

Flexibility 8 8.7 “Olivia will attend class when they are able and 
understand they may miss concepts but there is an 
option to go back and re-see lectures and learn 
material on their own time” 

Assignments 7 7.6 “You will have three assessments throughout the 
course, along with weekly homework assignments” 

Course content 5 5.4 “will clarify what content the AI is expected to teach 
Olivia.” 

Evaluation and 
assessment 

5 5.4 “the agreement will include the rubric and 
requirements for exams and assignments.” 

Modality and delivery 5 5.4 “The lectures for the classroom will be delivered 
through recorded lectures.” 

Tech requirements 5 5.4 “You will NEED desktop/laptop to complete most 
homework.” 

Feedback 3 3.3 “Both parties should give feedback to each other on 
how to improve.” 

Learning support 3 3.3 “It also includes that Olivia should ask for help if or 
when she needs it.” 

Learning strategy 3 3.3 “Emphasis will be placed on explaining the reasoning 
and thought processes behind things, which will lead 
to excellent understanding of the material.” 

Classroom agreement 1 1.1 “The agreement lays out class expectations” 

 

The second theme, AI affordances, demonstrates how participants imagine what AI will 

or will not be able to do based on its technical or technological capacities (Table 2). This theme 

includes mentions of what AI is or isn’t capable of, what its benefits and limitations are, and 

opportunities for support with respect to interacting with AI. In total, there were six codes for 

this theme. AI operations included more general mentions of AI capabilities (n=6). For example, 
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one participant noted that “AI learns off feedback and criticism,” thereby highlighting machine 

learning processes. The second two codes, AI comparable to humans (n=7) and AI different from 

humans (n=6) represent comparisons between AI and humans, often human teachers. In the 

former, participants highlight that AI is not like humans, for example that they are a 

“professional AI chatbot” or that “feelings are not felt by AI,” and the latter the opposite, with 

expectations to treat Kay how they would “a human professor” or “as she would any other 

teacher.” Benefits of AI appeared in six responses (n=6) while limitations of AI in 10 (n=10). 

Only two respondents mentioned tech support for interacting with AI.  

Table 2. AI affordances. 

Code Participants  Example 

 n % of 
total 

 

Limitations of AI 10 10.9 “They are strictly programmed to teach you the 
subject in question and will therefore only have 
the knowledge regarding that and related 
materials.” 

AI comparable to humans 7 7.6 “Olivia will be respectful to Kay as if Kay was a 
human being and her teacher in a traditional 
classroom sense.” 

AI operations 6 6.5 “Because AI learns off feedback and criticism.” 

AI different from humans 6 6.5 “This agreement shall outline that Kay although is 
really smart is still AI.” 

Benefits of AI 6 6.5 “Being an AI, I would assume that it would have 
enough time to spare for all of its students to help 
them reach their goals.” 

Tech support for AI 2 2.2 “Any glitches should be reported immediately.” 

 

The third theme, Boundaries, focused on factors related to boundaries between the AI 

instructor and the student (Table 3). Boundaries were imagined through privacy (n=14), consent 

(n=6), and surveillance (n=4). Privacy was imagined as being something afforded by Kay to 
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Olivia, such as when one participant said Kay “will not creep on Olivia’s social media.” Other 

boundaries included expectations for the scope of interaction between the AI and the student 

(n=2), i.e., what would be appropriate for their interactions; social boundaries (n=2), and 

proprietary content or knowledge (n=3) as a type of boundary which constrained what Olivia 

could or could not do with information shared by Kay in her course.  

Table 3. Boundaries. 

Code Participants  Example 

 n % of 
total 

 

Privacy 14 15.2 “The agreement states that Kay will not use any 
means to view Olivia’s personal files or content, 
and only look at what is submitted by Olivia.” 

Consent 6 6.5 “It should also ask whether Olivia is comfortable 
with this situation in the first place, before 
anything starts.” 

Alternatives to AI 5 5.4 “Access to a human instructor should be provided 
if Kay’s answers are not accurate or clear 
enough.” 

General expectations for 
interactions 

4 4.3 “perhaps a clause that indicates that Olivia will 
not be disturbed or expected to be doing course 
work during the day hours while she works.” 

Surveillance 4 4.3 “Camera must be on at all times. Microphone 
must be on at all times. Any bathroom break 
must be approved by Kay.” 

Proprietary content or 
knowledge 

3 3.3 “Olivia cannot share course content online for her 
own profiting” 

Social boundaries 3 3.3 “Kay will not use AI to mold to Olivia’s 
personality” 

Scope of interactions 2 2.2 “Neither party should not be allowed to stray 
outside of the curriculum being taught.” 

 

The fourth and final theme was social convention (Table 4), or the different ways 

expectations for interactions between the AI and the student were imagined as social processes. 
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This theme highlights the ways in which participants imagine a learner engaging socially with an 

AI instructor and is meant to capture the ways in which the parties of the classroom agreement 

are expected to relate to each other. In other words, these were norms and behaviours for 

interactions. Present in the data of over 40% of participants, the most commonly-identified code 

within this theme referred in some way to “respect.” How respect operated was diverse. In some 

instances, respect in the agreement was framed as something Olivia would have to give Kay 

(n=11), as when one participant wrote that the agreement “informs Olivia that regardless if her 

teacher is an AI, she must still be respectful and show courtesy to her professor.” In other 

instances, respect was characterized as being for both parties (n=30), in which respect “should be 

given mutually,” as one participant described. Lastly, two participants highlighted respect as 

being afforded by Kay to Olivia. For example, “Kay will respect Olivia’s internet/online 

boundaries and treat her with respect as a student.” 

A more general code, general social guidelines (n=16) was used for less specific 

interactions, i.e., interactions with abstract guidelines, such as when one participant indicated 

that “Olivia and Kay will get along,” or that they “will remove all bias when entering the 

classroom.” Classroom etiquette was mentioned by seven respondents, sometimes as nonspecific 

guidelines such as “just general etiquette” as well as “etiquette such as camera’s on or off, what 

to do if you have questions, and how to interact with peers.” Collaboration, mentioned by four 

participants, included things such as “to make the students comfortable working with AI … they 

would have a comprehensive agreement that they have heavy input on,” and that “Kay and 

Olivia decide together what methods will work for her in order to succeed and get the desired 

grades.” Finally, honesty was mentioned by three participants, and trust by one.  
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Table 4. Social convention.  

Code Participants  Example 

 n % of 
total  

 

Respect 43 46.7 “Both student and instructor should remain respectful 
at all times.” 

General social 
guidelines 

16 16.3 “Olivia and Kay will get along, Olivia and Kay will 
work together and cooperate.” 

Classroom etiquette 7 7.6 “The agreement will probably have some rules around 
classroom etiquette.” 

Collaboration 4 4.3 “Olivia and Kay will work together to make this form 
of working together the most effective that it can be” 

Honesty 3 3.3 “The classroom agreement would have to have a 
foundation of honest work.” 

Trust 1 1.1 “There should be a level of trust as between a teacher 
and student” 

 

Discussion  

You can ask me questions about assignments, tests and anything related to the class, 

and I will be able to answer it as best as possible and hope that the answers lead 

you on the right path. Otherwise do not ask me questions about life and things 

unrelated to the course, I will be unable to respond and you should seek answers to 

those questions elsewhere. When I am teaching the class it would be most helpful 

if you would pay attention. No need to take notes since I created notes for every 

person in the class already, I just need you to intake the information and be present 

to learn as much as you can.  

- participant quote describing the instructions that  

Kay (the AI) will provide to learners. 
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The study’s findings indicate that participants imagine AI-learner relationships on a 

continuum, viewing AI as an object on the one end and as a subject on the other end.  

In the first view, participants see AI as a tool for learning or a tool in service of learning. 

In other words, learners imagine AI as an object designed to enhance education. One participant 

for example states that in the agreement  

personal questions should be avoided as the robot doesn’t have a past of any sort 

so they will not have any answer to that type of stuff. They are strictly 

programmed to teach you the subject in question and will therefore only have the 

knowledge regarding that and related materials. 

Imagined as a tool in this way, Kay has constraints that limit “the robot’s” capacities. They are 

programmed to do certain things, and those are the only things about which they have 

knowledge.  

In contrast, participants with the second view orient to AI as a subject, i.e., as one who 

has agency and possibly some kind of internal subjectivity. Often, this orientation is not made 

explicit, but is reflected in implicit assumptions about interactions between Kay and Olivia. No 

doubt the structure of the prompt, in which an agreement is being made between two fictional 

parties (i.e., Kay, the AI, and Olivia, the student) capable of coming to an agreement together, 

imposes some degree of subjectification of AI into the responses. Nevertheless, the diversity of 

details in this latter category demonstrates a wide range of how participants imagine relating to 

an AI subject, with more or less attention to social norms around politeness and respect for 

others. For example, one participant writes: 

This document suggests that interactions with one another in the course should be 

cordial, respectful, conducted with a moderate level of professionalism, entirely 



Is AI in education an object or subject?  

21 

confidential (as in neither party will repeat that which was discussed in class if 

material is sensitive), considerate of each other’s personal life circumstances, and 

maintain an equal balance of speaking time between each party.  

That part of the agreement would be consideration for the life circumstances of the AI suggests 

the possibility that Kay isn’t imagined simply as a tool one would turn on like a computer, but as 

an entity that exists and accumulates experience and meaning independent of their role as an 

instructor. Moreover, attention to a balance of speaking time between Kay and Olivia points 

towards a compelling sensitivity to how equitable relations might operate, regardless of whether 

one is machine or flesh.  

 Some codes within the theme of boundaries also point to a complex imagining of how 

learners might relate to AI. Codes such as “consent” and “privacy” suggest a social relation. In 

these instances, the data indicate that agreement is negotiated with Kay according to implied 

moral guidelines to which both parties agree. For example, one participant suggests that Kay 

needs to make sure Olivia is comfortable as a type of consent, thereby imbuing Kay with the 

capacity to make comfort. If Kay has this capacity, what other capacities might they have? Does 

part of that capacity require a return of concern on the part of Olivia, or is comfort as a process 

unidirectional? Another participant indicates that Kay “will not use AI to mold Olivia’s 

personality,” highlighting agency and a power dynamic, which function as components of a 

relational understanding of AI.  

Notably, in many instances in the data, these two modes of engagement, AI as object and 

AI as subject, do not operate separately or distinct from each other. Many participants merge the 

two in their responses, highlighting the complexity of relationships with AI. One response 

illustrates this complexity in detail: 
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Olivia describes how she wishes to be addressed. Olivia describes her preferred 

method of learning (lectures, interactive programs, dialectic, etc). Olivia describes 

how she wishes Kay to behave; as a teacher, a friend, the AI Kay is, etc. This will 

determine Kay’s tone and the speed of Kay’s responses. Olivia commits to being 

present within certain hours for Kay to monitor her work. Olivia commits to 

treating Kay with respect as she would any other professor. Typical academic 

integrity stuff; Olivia is informed of Kay’s zero-tolerance and 100%-success rate 

for catching cheating. Olivia determines the frequency of reminders Kay provides 

for deadlines.  

In this example, Kay is a tool which can be programmed based on Olivia’s preferences and has 

the capacity to detect cheating with a 100% success rate. At the same time, it is expected that 

Olivia will treat this “tool” with respect, “as she would any other professor,” creating an 

equivalency between human and AI instructors. The AI is simultaneously to be used as and 

thought of as a tool, while also being engaged with as a subject. Thus, the subject-object 

distinction is blurred, underscoring the limitations of or inadequacies for thinking about AI 

strictly in one category or the other.  

 The complexity of these responses requires a nuanced understanding of the world, which 

is precisely what Yunkaporta (2020) suggests the relational worldviews common to Indigenous 

thinking offers. Imagined relationships with AI entail more than an orientation to it/them simply 

as objects or pedagogical tools, as the literature tends towards (e.g., Holmes & Tuomi, 2022; 

Khan et al., 2021; Pelletier et al., 2022; UNESCO, 2021). This suggests at least two pressing 

concerns.  
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First, designing AI for education needs to account for the diverse spectrum of ways 

people will or could relate to AI. For example, expectations that people will limit their 

engagement in a way that suggests they are using an object in a normative way, such as they 

would a computer or even more obviously, a hammer, which is to say as something ostensibly 

primarily for instrumental action, will fail to attend to both the possible benefits and risks that 

come with possible interactions. As Harris and Raskin (2023) note in their warning about AI, it’s 

“not about whether [AI] does one bad thing. It’s about how does [AI] start to transform people as 

it establishes relationships with people” (p. 3, emphasis ours). We add here that it is also worth 

asking how people will transform AI as they establish relationships with it/them. This is indeed 

already a concern with AI more broadly, with one recent reported case in Europe of a Belgian 

man being prompted by an AI chatbot to end his life, which he subsequently did (Belga News 

Agency, 2023). His wife has stated that if it were not for the chatbot, she believes her husband 

might still be alive, tragically highlighting the dark side of the companion-like capacity of AI 

(Turkle, 2011). No doubt, the AI was not intended by its programmers to be used in that way, but 

the way that the man used the tool impacted how the AI responded to his situation. While this is 

perhaps an extreme example, guardrails are necessary to protect students from a variety of risks, 

such as being encouraged or discouraged by AI to pursue particular research trajectories or 

careers, or being influenced by anti-social attitudes an AI may have been trained on, for example.  

The risk of harm is further exacerbated by the already-established biased nature of 

current language models, which are known to be trained on biased datasets (Bozkurt et al., 

2023). For people who are members of communities who face discrimination, AI may perpetuate 

this discrimination both in direct interaction with them, but as well with other actors who may be 

taught harmful and inaccurate things. There is deep concern, in other words, that AIEd in 
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instructor roles, even if limited to support roles, may cause significant social harm to learners 

and impact how engaged diverse learners are in such contexts. This harm may be rendered more 

acute given the degree to which people imagine AI as a companion, or human-like instructor, as 

our data, which in several instances asks Olivia to specifically imagine Kay as a human 

instructor, suggests is a distinct possibility. If AI must be used in education, developers ought to 

train models with better (i.e., less biased) datasets, and as Birhane (2021), Lewis (2021), and 

others suggest, involve diverse communities, especially those most likely to be impacted, in the 

development of these models and other types of AI that may emerge in the future. As far as 

educational leaders have a say, they ought to demand that the AI tools they adopt be trained on 

better datasets. Relatedly, while including communities most impacted in the design of AI in 

education, it is also worthwhile asking what additional steps are needed that AI designers might 

take to avoid a colonial approach to design and development and to avoid digital neocolonialism 

(cf. Adam, 2019).  

The second pressing concern is to develop more concrete strategies to protect learners 

and foster more relational (and therefore more realistic and complex) ways of interacting with 

AI. This may be as simple (at least to state) as beginning from a relational worldview to ask by 

what behaviours and codes of conduct AIEd—its development and use—are guided. This is to 

look at the ways people interact with AI, and imagine interacting with AI, and establish 

appropriate protocol to both design and engage AI responsibly and respectfully, as the IPAIWG 

(2020) proposes. In this context, protocol means appropriate conduct, both for AI and for 

learners (and presumably designers and everyone else connected to the AI, as well as the 

learning community in question), according to the values a relational worldview requires. 

Importantly, protocol will vary by context, including different AI technologies, different 
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learners, and different learning communities, and different designers. Our research looked at a 

small group of relatively educated people in Canada. How might expressions of relationality 

emerge differently with other groups, including Indigenous learners and designers? In other 

words, it is necessary to attend to context and not assume universality.  

Future research can attempt this development of protocol by applying and engaging 

relational approaches, which will ground ethics and AI as a question of epistemology, as Lewis 

(2021) explains. In recent work, he observes that by drawing on Indigenous epistemologies, 

different possibilities for how and why AI is created (and engaged with) emerge. He asks, for 

example, what happens if instead of teaching AI systems that the world is a place of scarcity, we 

train AI from the perspective that the world is abundant? In that vein, what if we train AIEd that 

students are inherently trustworthy or that compassion is fundamental to effective pedagogy, as 

we have argued elsewhere (Veletsianos & Houlden, 2020)? What if we train AIEd that structural 

oppressions inform how and why people learn and are invited or encouraged to learn, which 

colonial types of education rarely address? What might futures in which AI plays a role in 

educational instruction look like then? In short, if AI represents serious risks to marginalized 

learners, approaching the design of AI from a non-Western perspective offers the opportunity to 

reframe not just how, but what, and why learners are expected to know.  

By training AIEd in response to such questions, we might be able to more easily, 

explicitly, and intentionally engage a relational worldview in this development of AIEd. By 

acknowledging and working with the relational nature of the world, there is an accompanying 

responsibility to understand the ethics inherent in such ways of knowing and being. It is not 

enough, in other words, to know that the world is relational. One must respond accordingly.  
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Conclusion  

While interest in AI in education is high at this current moment, in line with several 

Indigenous scholars, our work argues that there is more to be done to broaden and nuance the 

frameworks through which we understand AI and the relationships between humans and AI. The 

data for this research suggests that such a relational worldview is already implicitly in operation 

in the way people imagine futures in which AI and humans interact in educational settings, but 

that the ethical commitments that come with understanding the world and ourselves in it as 

relational are as yet under-developed. Thus, alongside others, we argue that educational 

technology research and practice, including the development of AIEd has much to gain from 

Indigenous approaches which centre relational worldviews (c.f. Heath et al., 2023). Indeed, given 

the speed with which generative AI seems to be transforming the education landscape, the study 

and promotion of the diversity of these perspectives could be transformative for how scholars 

and practitioners understand, design, and use such technologies.  
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