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Abstract 

This paper examines the effective deployment of conversational agents in virtual worlds from the 

perspective of researchers/practitioners in cognitive psychology, computing science, learning 

technologies, and engineering. From a cognitive perspective, the major challenge lies in the coordination 

and management of the various channels of information associated with conversation/communication and 

integrating this information with the virtual space of the environment and the belief space of the user. 

From computing science, the requirements include conversational competency, use of nonverbal cues, 

animation consistent with affective states, believability, domain competency, and user adaptability. From 

a learning technologies perspective, the challenge is to maximize the considerable affordances provided 

by conversational avatars in virtual worlds balanced against ecologically valid investigations regarding 

utility. Finally, the engineering perspective focuses on the technical competency required to implement 

effective and functional agents, and the associated costs to enable student access. Taken together, the four 

perspectives draw attention to the quality of the agent-user interaction, how theory, practice, and research 

are closely intertwined, and the multidisciplinary nature of this area with opportunities for cross 

fertilization and collaboration. 
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Conversational Agents in Virtual Worlds: Bridging Disciplines 

Conversational agents able to interact with users have been deployed in numerous 

technology-enhanced learning environments, including video games, standalone applications, 

and virtual worlds. Recent developments in virtual world technology have brought virtual 

characters (or, avatars) at the forefront of research and development, with researchers proposing 

that knowledge gained from virtual world predecessors (e.g., MOOs) can assist researchers and 

designers in implementing contemporary avatars and virtual characters (Mazar & Nolan, 2008). 

Indeed, virtual world researchers can learn from research on MOOs and MUDs, but they can also 

learn quite a lot from research and development work in diverse disciplines including online 

learning, instructional design, educational psychology, psycholinguistics, information systems, 

and human-computer interaction. This is the basic premise of this manuscript. Since research and 

practice in virtual worlds transpires across numerous disciplines that are varied but 

interconnected, we can learn a lot from each other by collaborating across disciplinary lines. 

Thus, in this paper, we hope to provide a space where four researchers/practitioners from four 

diverse but converging disciplines have come together to answer one question: What are the 

barriers to the effective deployment and implementation of conversational avatars in virtual 

worlds (in teaching and learning contexts)? Effective and engaging deployment of virtual 

characters in educational settings has so far proven difficult (Dehn & van Mulken, 2000, Gulz & 

Haake, 2006), partly because collaboration across disciplinary lines seems to be limited. We 

hope that the ideas presented herein will lead to synergies and collaborative work across 

disciplines. 

 To ensure consistency across the contributions we situate the question in the context of 

geriatric avatar-patients in medical simulations. More specifically, the contributions from each 
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discipline will assume that the avatar discussed will be a geriatric avatar with which medical 

students (represented by avatars themselves) can hold conversations such that they engage in the 

diagnosis of certain conditions based on the geriatric avatar’s input. 

 The paper proceeds by presenting the perspectives of a cognitive psychologist, a 

computer scientist/human-computer interaction expert, an engineering practitioner, and a 

learning technologies researcher. Contributions are then summarized and future research and 

development work is proposed. It is important to note that within this paper, research and 

practice are inextricably intertwined. A second point to keep in mind while reading this paper is 

the fact that references to animated pedagogical agents, conversational agents, chat bots, 

conversational avatars, and virtual characters, represent the same thing: virtual representations 

embedded in learning environments that serve pedagogical purposes. The variability in the 

terminology stems partly from lack of collaboration across disciplinary lines and partly from 

researchers wanting to highlight a specific part of the character. Although we could have chosen 

a uniform term to use across the manuscript, we decided that using these varied terms highlights 

the status quo and serves to illustrate the fact that different disciplines use different terminology 

for essentially similar items. Finally, while the word avatar will probably remind readers of 

virtual personas of real people, in this manuscript we are concerned with autonomous avatars 

whose activities (e.g., movement, responses, and speech) are controlled by a back-end 

technology such as an artificial intelligence engine.  

Conversational Agents in Virtual Worlds: A Cognitive Perspective 

The author of this section was trained as an Experimental Psychologist in memory and 

language, with an information processing perspective on cognitive function. Hence, much of his 

focus was on the user’s internal experiences defined and measured using experimental methods. 
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Since this author’s training, theories of cognitive function have either reached outside of the 

black box to recognize the critical role of the environment in the creation of meaning (i.e. 

situated cognition, see Brown, Collins, and Duguid, 1989) or deeper inside the black box to 

connect with neurons as the biological bases of knowledge (i.e. connectionism, see Rummelhart 

& McClelland, 1978). The author’s interests tend to be outside the box, especially how the 

environment can be extended to support limited cognitive function in special populations (Heller, 

Dobbs, & Strain, 2009; Waller, 2007). 

Conversational agents are well-poised to support cognitive function at any level. There 

are, however, barriers to their effective deployment that ironically are related to the strengths 

they enable. Specifically, conversational agents that are anthropomorphised as avatars in a virtual 

environment provide multiple channels of information that must be managed and coordinated 

such that agent-user interactions unfold naturally and efficiently. It is the presence of anomalous 

information or conflicting evidence between channels that can usurp the cognitive resources 

intended for a learning experience. In other words, the additional information afforded by a 

conversational agent avatar in a virtual space should not be a distraction but rather support the 

cognitive processes being trained. Information that is superfluous to the task at hand needs to be 

examined for ways of increasing its relevance or possible elimination. To illustrate, we 

developed a historical figure application of a conversational agent based on Sigmund Freud and 

evaluated its performance under three conditions; agent without any visual representation, agent 

with a static image of Freud, and agent with an animated image of Freud. We found that the 

ratings of learner satisfaction and conversational agent performance were highest in the first 

condition in which no visual or auditory information was provided and significantly different 

than the other two conditions with visual information (Heller & Procter, 2009). Other researchers 



 Conversational Agents in Virtual Worlds  4 

have reported this all or nothing effect in the investigation of pedagogical agents (Dirkin, Mishra, 

& Altermatt, 2005). We hypothesized that the visual information in the latter two conditions was 

poorly integrated with the conversational dialogue and subsequently distracted the user leading 

to poorer ratings. Thus, the informationally rich environment afforded by a virtual world with an 

animated avatar needs to be carefully integrated with the conversational agent’s performance as 

the consequence of mismatches can be significant and may undermine the learning activity. 

Moreover, the user’s expectations and beliefs must also be managed and coordinated with the 

learning activity since mismatches at this level can also be a distraction to the task at hand. 

In managing and coordinating the multiple channels of information afforded by an 

anthropomorphised conversational agent in a virtual world, it may be useful to examine findings 

from research on Animated Pedagogical Agents (APAs). In particular, the auditory channel is 

noteworthy given the report of a modality effect such that learning outcomes are improved when 

APAs use spoken voice as opposed to text only (Moreno & Mayer, 2002; Craig, Gholson, & 

Driscoll, 2002). Moreover, the quality of the voice, as well as its expressive capabilities 

(Veletsianos, 2009; Veletsianos, Miller & Doering, 2010) can further influence learning 

outcomes (Mayer, Sobko, & Mautone, 2003). Clearly, an age appropriate voice would be 

required for a geriatric patient. However, using voice places additional constraints on avatar 

behaviour as voice needs to be coordinated with lip synchronization (matching the phonological 

properties of text with the associated lip movements). Voice without lip synchronization may be 

seen as distracting and likely experienced as less satisfying and immersive. Voice also needs to 

be modulated to reflect the natural speech patterns around syntactic units and pauses, which, both 

filled and unfilled, should be inserted and consistent with their pragmatic function. 
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In addition to managing the auditory properties of voice, the semantic properties of the 

response need to synchronized or coordinated with the facial expressions, gaze location, and/or 

body gestures. For instance, if the conversation focuses on the avatars arm, the avatar should 

look at her arm, perhaps hold it, or examine it. If the arm is causing pain, the facial expression 

should somehow reflect the degree of discomfort. In particular, facial expressions incongruous 

with semantic content could be seen as distracting and perhaps incorrectly diagnostic for 

disorders related to mood. 

Finally, pragmatic aspects of the conversation also need to be managed and coordinated. 

Cassell and Thorisson (1999) found that nonverbal behaviours related to turn taking (i.e. gaze 

locations, head movements, body gestures) in the process of a conversation were associated with 

positive agent evaluations. They used the term Envelope Feedback and found that such feedback 

was even more important than the emotional expressions provided by the agents. Nonverbal 

behaviours can also be used to support other pragmatic aspects of communication like humour 

and indirect requests. Wallis and Norling (2003) argue that pragmatic functions or social 

intelligence is a key area for development if conversational agents, anthropomorphized or not, 

are to make any headway in the simulation of social relations. 

In addition to these internal features ostensibly embedded within the patient avatar, there 

are the external features both directly reflected in the virtual environment and indirectly in the 

beliefs of the user about their role in the simulation. The objects and features of the environment 

must be built to support the simulation. The choice of objects and environmental features should 

extend and enhance the simulation and should not distract or be irrelevant to the simulation. The 

intelligence of the patient should recognize these objects and features when referenced in speech 

or behaviour and respond accordingly. The objects and features are an important part of the 
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shared world between the patient and the user and must be used to support and enhance the 

interaction. 

Finally, the user’s beliefs and expectations regarding their interaction with the patient 

play a critical role in how the simulation unfolds. The user’s expectations about the patient’s 

conversational capability need to be clear as do the rules for interacting. Although users are 

provided with this information up front, in the course of an interaction, a different set of beliefs 

may come to operate. The virtual patient needs to act in ways that direct users to consider their 

responsibilities in the completion of the simulation. It is another aspect of the shared world view 

(albeit a small one) that needs to be reflected in the strategies virtual patients use in novel 

situations. In particular, the virtual patient needs to know when the user is completing a clinical 

interview or delivering the results of a diagnostic test. 

In sum, there are multiple channels of information that can be used to support the 

cognitive operations required for natural and efficient agent interactions. These channels were 

identified from a cognitive perspective and it is argued that their integration and coordination is a 

critical task for the effective deployment of conversational agents in virtual worlds. 

Conversational Agents in Virtual Worlds: Perspectives from Computer Science 

and Human-Computer Interaction 

The author of this section has a background in software engineering and human-computer 

interaction, in both academia and industry. 

Conversational and pedagogical agents in 3D virtual worlds and intelligent tutoring 

systems are receiving considerable attention from researchers in human-centred computing. 

There are a number of approaches to the creation of pedagogical agents ranging from very 

simple deterministic solutions to complex cognitive simulations. We are very encouraged by 
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Silverman et al (2006), who conclude that useful and realistic models already exist for synthetic 

agents, but have yet to be in widespread application. These authors further conclude that agent 

reuse is important to reduce development time and effort. Finally, their analysis suggests that 

human performance simulators are worth doing, and feasible. 

The nature of the design of pedagogical agents has also become a subject of considerable 

interest. Using pedagogical agents as anthropomorphized learning companions in a similar 

manner as we are discussing here, Kim and Baylor (2006), found that the effectiveness of agents 

and perception of students of the agents depended on the level of competence of the agent in 

relationship to the level of competence of the student. This finding was extended in Kim (2007) 

which revealed that students prefer agents similar to themselves, and that low competency agents 

may help low competency students gain confidence and achieve better learning outcomes. This 

strongly suggests that pedagogical agents should be adaptive, and adapt according to some sort 

of knowledge or academic competence model of the student. 

Baylor (2001) suggests a number of possible roles for pedagogical agents, with agents 

also being able to serve as domain authorities and repositories of conversational knowledge. This 

kind of agent might be the manager of an activity or enterprise, who serves to be the 

“gatekeeper” of information and authority regarding their domain of expertise. The role of this 

agent is to provide information when asked about a domain which a student is motivated to 

explore, such as, in the present context, patient symptoms and pathology. This domain 

information is contributory to the primary learning objective, and essential to student learning. 

Baylor reaches additional conclusions regarding the nature of the learner-agent relationship, and 

suggests that the learner must have confidence in the agent for the agent to be effective. In order 

to gain the learner’s confidence, she concludes that, “the agent must be believable, motivational, 
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competent, and trustworthy, all of which require the agent to assert control in the learning 

process” (p. 413). 

Emerging 3D virtual training environments (e.g., OLIVE; see Greenburg, 2008) have 

been largely without intelligent thinking and talking agents, but rather have relied upon humans 

as part of the training simulation. This in itself is an interesting and useful application of virtual 

world technology. However such environments require a large cast of characters to be online and 

are not useful enough as standalone intelligent tutoring systems. This requirement is usually too 

onerous to be met, for reasons including the cost and unpredictability of human specialists as 

well as the diversity of roles to be met. While there has been a great deal of discussion about the 

use of conversational and pedagogical agents for tutoring, results have been sparse, and largely 

developed on a one-off basis for each situation. Further examples can be found in the literature 

(e.g., Chatham, 2007; Nielsen et al, 2006), but not all of them contain a direct pedagogical 

approach (e.g., Weiland et al, 2003). 

Requirements 

From an implementation perspective, then, what does this research suggest about 

requirements for the nature of conversational and pedagogical agents? Agents should be: 

• Competently conversant 

• Able to both produce and respond to non-verbal cues 

• Able to detect and exhibit affective state (Silverman et al, 2006) 

• Animated in a manner that is consistent with the interaction scenario 

• Believable, motivational, seen as competent, and trustworthy (Baylor, 2001). 

• Competent in the area of inquiry and cognizant of, and matched to, the level of 

competence of the learner (Kim & Baylor, 2006; Kim, 2007) 
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These requirements are rather formidable, and to date have only been implemented in 

simulators produced for single-purpose applications, with mixed success. To detail some of the 

challenges inherent in these requirements, the first three are discussed. The fourth requirement is 

delineated in the first section of this paper, while aspects of the fifth and sixth requirement are 

presented throughout the manuscript. 

Competently Conversant 

This requirement is a rather subjective one from an acceptance perspective, since what is 

satisfactory for one tolerant end user might be intolerable for another. There are currently a few 

solutions, all of which are, in one way or another, seemingly flawed. 

For an agent to be competently conversant (or appear to be so), it must be able to, at a 

minimum, respond to questions put to it in a manner that satisfies the expectations of the 

questioner. At present, there are a few solutions that provide this capability, and they generally 

fall into one of two categories, either pattern matching or cognitive model-based. From an 

implementation perspective, the simpler of the two is pattern matching. One of the most common 

pattern matching engines for conversation is A.L.I.C.E., developed by Richard Wallace. The 

A.L.I.C.E. standard and most engines are Open Source under GNU Public License, and use 

AIML for encoding knowledge. A standard AIML set is provided to which additional domain 

specific knowledge may be added. 

Relatively easy-to-use authoring tools exist online for simple applications; however, for 

more advanced capabilities such as staying on topic or responding with emotionality, additional 

capabilities must be added to the AIML engine, and these are not straightforward, especially for 

non-programmers. Furthermore, adding new AIML to the standard AIML set usually causes 

pattern matching conflicts, which are difficult to find and resolve. For this requirement, a new 
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manner of creating and adding knowledge is needed beyond that which currently exists, 

especially if novice developers (e.g., educators, physicians, etc.) are to conveniently create new 

virtual patients with novel symptoms and complaints. More complex cognitive models (e.g., 

ACT-R) show promise as knowledge engines for conversational agents, however, such tool may 

be unavailable to casual users due to their complexity of creating and loading models. 

Produce and Respond to Non-Verbal Cues 

Implementation of this requirement implies detection and categorization of end user 

gestures. There are currently two general approaches to implementation. One approach is to use 

body position sensors that are then tracked by cameras and other position receptors. This 

approach is intrusive and expensive, but very accurate. The more viable approach is using a 

camera as an input device to computer vision software. To detect the gestures of an end-user, 

some kind of image analysis is required, generally involving a camera on the user’s computer, 

and real-time image analysis and gesture categorization. These capabilities are still in their 

infancy, but are on the radar of researchers in the domain. 

The second side of this requirement is interpretation of the end user’s gestures, which is 

also a difficult problem, even though a number of applications that involve gesture interpretation 

and use are already in existence (e.g., Betke, Gips & Fleming, 2002; Bradski, 2002; Licas & 

Szirany, 2004; Wilson & Cutrell, 2005; Wu, Shah & Lobo, 2000). Few of these examples, 

however, mention the recognition and interpretation of non-verbal communication cues, which is 

of primary interest for satisfying this requirement. These cues are readily perceptible to most 

humans, but often very subtle and difficult to interpret by software. The use of gesture in human-

computer interaction clearly has a future; however, it is equally clear that this future has yet to 

arrive, so this requirement may be difficult to satisfy in the near term. 



 Conversational Agents in Virtual Worlds  11

Able to detect and exhibit affective states 

Some systems are currently functioning with some success in both detecting and adapting 

to changes in emotional/affective state, such as Eve in the domain of elementary mathematics 

tutoring (Sarrafzadeh et. al., 2008), and Edu-Affe-Mikey (Alepis et al, 2008) in the domain of 

medical tutoring. Several other research and development groups are also working towards this 

goal as well (e.g., D'Mello & Graesser, 2009; Kort, Reilly & Picard, 2001), giving us reasons to 

believe that this path has reasonable possibilities in producing more realistic and effective 

conversational and pedagogical agents. 

There are a number of approaches to detecting and processing affective states, including 

facial expression recognition, dialog analysis, and analysis of human psycho-physiological 

response. For instance, Easy with Eve (Sarrafzadeh et al., 2008) adapts to students via a lifelike 

animated agent called Eve, who is able to detect student emotion through facial expression 

analysis. Conati (2002) has developed a probabilistic model of determining student affect that 

has been applied in an educational game for 11 year old mathematics students. The model relies 

on a Dynamic Decision Network (DDN) to identify student affect. When fully complete, the 

system will use both facial expression analysis and biometric sensors to feed real-time 

information into the DDN. Furthermore, Burleson (2006) has developed an Affective Learning 

Companion that is able to mirror several student non-verbal behaviors and detect 

frustration/help-seeking behavior from students using input from nonverbal sensors. Although 

the accuracy of this system is at 79%, the result is based on offline computation. Future work is 

needed to refine the system to accurately sense these frustration/help-seeking behaviors in real 

time, so that the agent can be continuously aware of the student’s affective state.  Finally, other 

researchers work with emotion-aware tutoring systems where students wear a Bluetooth-enabled 
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sensor ring on their finger, able to transmit heart rate, blood pressure and skin conductance data 

to a tutoring system to assess the user’s boredom and confusion levels (Simonite, 2007).  

Affective intelligence on the part of conversational pedagogical agents will serve to make them 

both more believable and attentive to the needs of the student participants. This is especially the 

case in which the agent is directly simulating a human patient as in the present example.  

There are several aspects of conversational agents that have rather critical human-

computer interaction and user interface design considerations.  One aspect of conversational 

agents that is often overlooked however, is the interface provided to authors of learning systems.  

This interface covers not only the authoring of agents themselves, but the simulation that creates 

the opportunity for learning to occur for students who use the agent, and the environment in 

which the agent “resides”.  Since authors may well not be computer scientists, but could be 

medical faculty members, or others with only a peripheral knowledge of the underlying 

technology, the interface must provide the authors with the capability of authoring learning 

scenarios, intelligent agents, and the context or environment in which they operate, without deep 

knowledge of the underlying technology.  Figure 1 shows an idealized authoring task description 

surround the use of the agent-patient in our current example.   
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Figure 1. Authoring Task for a Learning Simulation 

 

Notice that there are two opportunities for evaluation during the authoring task, one 

associated with the learning scenario that can be done subjectively, and one associated with the 

overall learning simulation, including the patient agent, that is done objectively.  Either of these 

evaluations can be performed by the author, or by an external evaluator if desired.  In the former 

case, the evaluator is walking through the scenario assuming the role of a student, or is 

employing a student or content expert to walk through the scenario, talking aloud or annotating 

the scenario with comments and questions.  In the objective assessment task, the scenario is 

executed by the student and objective measures are collected on the effectiveness of the 

simulation in meeting the learning objectives of the author.  Possible measures are pre-test, post-

test scores, meeting interim learning objectives, asking the “right” questions of the 
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conversational agent-patient, correctness of the final diagnosis and/or treatment plan and time on 

task.  Finally, another critical assessment to be performed is of the usability of the interface to 

the authoring tool itself.  It is not reasonable to assume that the use of conversational agents such 

as the agent-patient will ever come into widespread use if their knowledge is not easy to encode, 

and if simulations using agents are not easy to author. 

Overall, implementation of effective conversational and pedagogical agents will be 

difficult from both human-computer interaction and software engineering perspectives. Results 

to date, however, are encouraging, and lead one to believe that effective agents are in the realm 

of possibility. Right now, using pattern matching techniques and AIML, we are able to 

implement superficially believable conversational agents. The technological details of creating 

agents that users regularly mistake for humans, is a challenge for future developers. 

Conversational Agents in Virtual Worlds: Perspectives from the Learning Technologies 

The author writing this section of the paper has a background in Learning Technologies 

and considers himself to be a “crossover scholar” (Carr-Chellman and Hoadley, 2004), 

subscribing to ideas from the Learning Sciences, with special emphasis on sociocultural forms of 

learning in context (e.g., Collins, Brown and Duguid, 1989), and Instructional Design (ID). 

An important barrier that needs to be overcome to allow for the effective and engaging 

implementation of conversational agents in three-dimensional learning and teaching contexts is 

the tendency to focus on one single aspect of the agent. For instance, conversational pedagogical 

agents are not simply front-end interfaces to artificial intelligence engines whose sole purpose is 

to deliver information to learners; they serve socio-cultural purposes as well. While this fact is 

recognized in the literature, it is seldom accounted for in research practice as we try to vary 

individual variables to observe their impact and implications. A geriatric agent-patient for 
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example, not only needs to have knowledge about his/her condition to reply to learner questions , 

but he/she also need to look like a geriatric patient (Veletsianos 2007), while, at the same time, 

avoiding perpetuating stereotypes usually associated with the elderly. As argued by Veletsianos 

(2007), contextual relevance is a problem in the current literature as wizards and sorcerers have 

been often been employed to teach such subjects as economics and English. As indicated by 

Haake (2009), stereotyping is also a problem in the pedagogical agent literature, especially as it 

relates to gender. What is required therefore is a holistic approach aimed at enhancing agent-

learner interaction and the design of conversational agents, by focusing on such diverse issues as 

agent role, demeanour, pedagogical purpose, appearance, credibility, message composition, and 

others. One step towards this direction is proposed by Veletsianos, Miller & Doering (2010) who 

put forth the Enhancing Agent Learner Interactions (EnALI) framework. Instead of focusing on 

a single issue or a single variable, this framework raises numerous interrelated issues that 

designers need to consider when considering the integration of pedagogical agents in teaching 

and learning.  

A second barrier to the effective use of conversational avatars in virtual worlds stems 

from the fact that implementations tend to resemble what can be accomplished in others virtual 

environments and/or in real life. In other words, use of avatars in virtual worlds tends to replicate 

familiar activities that fail to take into account the possibilities of avatars in virtual worlds. If we 

return to our geriatric agent example, one can easily see that the familiar activity to implement in 

this context would be the development of a simulation where the student asks questions and the 

agent answers those questions while sitting in the doctor’s office. While the immersive aspects of 

the virtual world may differentiate this experience from an agent simulation that occurs within 

the confines of a browser, such an implementation is void of the added-value and affordances of 
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the virtual world and the avatar. Affordances are defined by Norman (1988) as “perceived 

possibilities for action” and represent suggestions to the user/observer based on a multiplicity of 

factors ranging from cultural to social to contextual considerations. More specifically to 

educational settings, virtual worlds and avatars may offer pedagogical, social, and technological 

affordances (Kirschner, Strijbos, Kreijns, & Beers, 2004). For example, instead of students being 

faced with an avatar that they can diagnose via conversation, they could examine the avatar by 

using virtual world gestures developed for this purpose. The geriatric avatar could then respond 

to this examination by text, movement, or voice. One can easily see the potential impact of this 

learning experience if the geriatric avatar yells out in excruciating pain or if its whole body jerks 

away in response to the student’s choice of gesture. To truly enhance practice we therefore need 

to consider avatars in virtual worlds as affordances for our specific teaching and learning 

purposes as opposed to merely using them because they are new and exciting. For example, 

designers and researchers need to ask themselves what opportunities this medium provides to 

them. For example, avatars in Second Life can respond to actions, initiate gestures, engage in 

synchronized behaviour, and simulate flying. Do these actions and activities offer any 

opportunities for improving teaching and learning? In some situations, it is quite likely that they 

do. In other situations though, these opportunities may not be applicable in which case the 

researcher/designer may need to reconsider the reasons of using this medium.  

Finally, current conversational agent research seems to follow the same path as research 

in other emerging technologies used in education. Specifically, due to the emerging nature of the 

technology, Veletsianos (2010) suggests that research tends to investigate the advantages and 

disadvantages of the tool, take a case-study approach whose findings apply to limited contexts, 

and tends to be comparative in nature (often comparing the new technology with a face-to-face 
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equivalent). To truly learn how to implement and integrate conversational agents in virtual 

worlds, we need ecologically valid (Gulz, 2004) and longitudinal research studies that focus on 

solving real-world problems in situ. Veletsianos & Miller (2008) note that there is a lack of 

pedagogical agent research occurring outside of the research lab – their research for example 

(Veletsianos & Miller 2008; Veletsianos, Scharber, & Doering 2008), highlights the complexity 

of pedagogical agent implementations in real-world settings and brings to surface issues that are 

usually ignored when pedagogical agents are investigated in the experimental lab (e.g., how does 

one consistently motivate learners to continue interacting with conversational avatars over the 

long-term). Conducting research in real-world contexts is therefore one important step towards 

the effective integration of conversational pedagogical avatars.  

Conversational Agents in Virtual Worlds: Practical Perspectives from Engineering 

The author of this section has a background in Electrical Engineering and system 

integration. From an engineering and software development point of view, many of the barriers 

to the deployment of conversational agents in a virtual environment for educational purposes are 

the same as those associated with the implementation of any new technology for education (Kay, 

2006). The most significant of these being access to appropriate technical skills, cost of 

infrastructure to support access for students, and uncertainty concerning the future of the 

technology. 

The degree to which these barriers act as obstacles to development may depend on the 

level of sophistication of the deployment. A typical implementation of a conversational agent can 

be broken down into three major components: the conversational/AI engine, an autonomous 

virtual character avatar (a geriatric patient in our example), and a virtual space within which the 

avatar operates, such as a hospital, doctor's office, or examining room. 
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Consider the implementation of the virtual character in more detail. It is important to 

recognize that there are a number of levels of functionality that can be implemented. It is 

relatively straightforward to bring an existing conversational agent into a virtual setting such as 

Second Life, as long as movement, expressions, and automatic detection of other avatars are not 

required. It is possible to purchase applications, such as the Pandorabot Client Kit, or SAN Chat 

Bot, which are capable of providing this basic level of functionality for Second Life.  These can 

be used in conjunction with external services such as Pandorabots, which provides a simple to 

use conversational engine based on AIML (Kerly et al, 2007). In fact, numerous levels of 

implementation can be identified: 

• conversational agent attached to avatar – conversation initiated by user or open chat 

• ability to identify users and initiate conversations based on location or observed actions 

of users (e.g., sitting on a chair) – simple animation 

• interaction with scripted objects that exist within the virtual world 

• ability to identify users based on visibility and direction in which they are facing (e.g., is 

there an obstacle, such as a wall, between them?), activity (e.g., standing quietly vs. 

speaking to someone else), and history (e.g., has this person been asked and already 

declined to converse?) 

• simple movement based on navigation around static paths in the virtual world 

• advanced path finding and navigation based on an analysis of surrounding obstacles and 

other avatars (recognition/identification of objects, such as walls, openings, dimensions 

of objects, trajectory of moving objects and avatars, knowledge of operation of doors). 
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Note that this list does not address the cognitive and social behaviours that will need to be 

implemented in virtual conversational avatars, as these issues have been examined in detail in 

other sections of this paper.  

Although not strictly ordered, in general, the further down the list one goes the more 

sophisticated the level of implementation and the greater the expertise and associated cost (Liang 

et al 2008; Stytz & Banks 2003). However, what remains to be determined is the level of 

functionality actually required to achieve the desired benefits of deploying a conversational agent 

for educational purposes. Although realistic behaviour has been linked to engagement (Strassner 

& Langer 2005; Yuan & Chee 2005) the evidence supporting this is far from definitive (see 

Gulz, 2004 and the cognitive psychology perspective within this paper). In many cases, lack of 

functionality can be mitigated by greater control of the environment, such as reducing the 

number of objects, or restricting the number of users who can access the agent at one time. In 

other words, the degree to which lack of access to expertise is a barrier to deployment depends 

largely on what level of implementation is required, and we may not have enough information to 

determine that at this time.  

Furthermore, the level of functionality may vary with application and the type of user that 

is being targeted.  Whereas it may be appropriate for a patient simulation, expected to engage a 

post-secondary student, to mimic human appearance and behaviour as closely as possible, an 

iconized figure may be sufficient (Gulz & Haake, 2006; Haake & Gulz, 2009).  Similarly the 

measures of success will vary according to the specific goals of each application and some of 

these are identified in the final discussion of this paper.  

Uncertainty also exists with regards to the future of virtual worlds: Which ones will exist 

in the long term? For example, while Second Life has existed for 6 years, Google Lively was 
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discontinued 4 months after its release. Additionally, there’s the question of which virtual worlds 

are most popular and which ones only attract a small user base. KZero, a market research 

company that specializes in virtual environments, has data on over 90 virtual worlds as of Q4 

2008 (Warburton, 2009). These considerations may lead designers and researchers to wait to see 

how this technology matures and which platforms thrive before making a significant investment. 

Until a standard platform, and associated Application Programming Interface
1
 emerges, there is a 

clear risk associated with developing conversational pedagogical avatars for one platform when 

the ability to port them to another is not present.  

Finally, there remains the issue of developing the knowledge base or content associated 

with the conversational component of the avatar. Although this issue is not specific to virtual 

worlds, the success of conversational avatars in any environment is also dependent on how well 

the avatar is able to interact and convey useful information through conversation, i.e. to be 

“competently conversant” as described earlier. Regardless of the technical challenges associated 

with automating an avatar in a virtual world, the task of achieving conversational competency 

represents a significant portion of the work. In our work with historical figure actor agents 

(Authors, submitted) and virtual patient agents, it’s estimated that as much as 90 per cent of the 

development time has gone to the conversational component of our virtual characters. The 

student's trust in, and thereby, continued engagement with, the process is directly affected by the 

perceived intelligence of the agent. The level of conversational competency is one of the most 

important contributors in the perception of intelligence (Norman, 1997). Additionally, a strong 

conversational component can assist in defining the personality of a virtual character (Gulz, 

2004) and possibly making up for shortcomings in the avatar's animation or ability to navigate 

                                                
1
 Application Programming Interface (API) refers to procedures and functions that allow communications between 

multiple applications/programs. In our context, it would be processes that allow portability of conversational agents 

between virtual worlds 
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freely. The complexity of course arises when we have to consider the limits of intellect and 

conversational ability embedded within the conversational avatar and the expectations that are 

developed as a result of the avatar’s perceived intelligence.  

As with learning objects, (Kay 2007) the development of the conversational component 

would benefit greatly from the ability to standardize the associated conversation-specific data, 

preferably independent of any particular platform, allowing for the sharing of conversational 

content. Taking the geriatric patient example, attempts to standardize information relevant to 

virtual patients exist (Ellaway et al, 2006), but this does not currently extend to conversational 

information, such as the types of questions a doctor may ask a patient in trying to determine a 

diagnosis. Our own work with historical figure actor agents (Authors, submitted) and virtual 

patients has benefited from the adoption of this concept and the development of such standards is 

underway. 

Summary and Concluding Thoughts 

 In this paper, we provided a space where four researchers/practitioners from four diverse 

but converging fields to come together to discuss the barriers hindering the effective deployment 

of conversational avatars in virtual worlds for educational purposes. While it is obvious that each 

field has different foci points, it is also evident that there exist coordinates of convergence. These 

points of convergence identify the ways in which all disciplines can be informed and benefit 

from each other, and are identified below: 

• Agent-Learner Interaction: All four disciplines highlighted the fact that researchers and 

practitioners need to pay attention to the interaction between agents and learners.  The 

suggestion to enhance agent-learner interactions arises at many levels and seems to be at 

the forefront of what needs to be attained to push the field forward. Authors have 
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identified multiple levels at which agent-level interactions can be enhanced ranging from 

ensuring naturalness while avoiding cognitive overload, to enhancing the agent’s 

conversational capability, to enabling the agent to respond to both verbal and non-verbal 

cues. 

• Intertwined Theory, Practice, and Research: It is obvious from reading the above that the 

conversational avatar field represents a unique combination of theory and research 

intertwined with practice. Importantly, practical considerations drive research (and at 

times theory) and theoretical and research issues drive practice. In addition, it is easy for 

researchers to find themselves embroiled in discussions regarding the perceived 

superiority of research approaches and methodologies. For these reasons, we believe that 

the field will benefit from approaching research on this topic under a Design Based 

Research (DBR) umbrella. Such an approach is iterative, flexible, and multi-paradigmatic 

and allows for the simultaneous design, development, and implementation of 

interventions in real-world contexts (The Design-Based Research Collective, 2003). The 

ideas outlined in this paper lend themselves well to DBR because modifications to the 

intervention are easy to implement without disrupting current practice (e.g., a 

conversational avatar's interaction patterns can be modified without disrupting existing 

practice). Additionally, as this paper has demonstrated, the close relationship between 

practice and research in this field, necessitates a collaboration between practitioners and 

researchers, and we believe that the DBR approach is the best option for supporting these 

collaborations.  

• Related research and current opportunities: The discussion above highlights the fact that 

the field can learn a lot from prior research that has occurred in related contexts (e.g., 
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APAs). Nevertheless, current practice offers further ground for theorizing and 

development. For instance, conversational avatars may have the ability to identify 

learners based on the direction in which they are facing, thus avoiding engaging in 

conversation with them in inappropriate times. Such behaviour may enhance the user’s 

experience in the learning environment, ultimately leading to improved performance and 

satisfaction. 

• Evaluation and Assessment: While varied disciplines may seek similar goals and 

outcomes, the way that conversational avatars are assessed and evaluated across 

disciplines varies. According to Dehn & van Mulken (2000), measures of success could 

include subjective self reports following the interaction, objective behavioural measures 

taken during the interaction, or performance measures of competency taken after the 

interaction. In addition the conversational record is another source of data that could be 

mined for measures relevant to the learning objectives. The above discussion clearly 

supports a multitude of measures although in each case, the measures generally reflect the 

disciplinary objectives and focus. Thus, it is important to identify the critical  measures of 

success relevant to the learning objectives so that conversational avatars are properly 

evaluated and assessed ideally within a DBR approach. 

 

Teaching and learning with conversational avatars is a multidisciplinary endeavour with a 

myriad of concepts and methods. Nevertheless, there is strong convergence on improving the 

quality of learner–agent interactions as the primary consideration. To meet the objectives of 

smooth, effective, and natural interaction will require guidance from empirical evidence and 

design knowledge from practitioners from fields as diverse as psychology, linguistics, sociology, 
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graphic design, psychology, physics, and education. Only by capitalizing on the expertise of 

different disciplines will we be able to fully and effectively utilize pedagogical avatars in 

education.  
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